Abstract

With the advancement of multi-core processor technology, the task of adapting application codes so that they can effectively exploit the full power of such processors becomes crucial. The scientific community expect that the performance on such processors should reflect the number of cores available, particularly as the clock speeds of such processors restrict the single core performance.

This also leads to the increased availability of parallel systems where each node is a shared memory system (one or more multi-core processors), that together form a distributed memory machine. Significant effort is therefore required to create application codes that can feed the processing power of such systems.

To assist this process, parallelization environments such as ParaWise can be used to perform multi-level parallelizations of application codes to exploit parallelism between distributed memory nodes, within each shared memory node and between the cores of each multi-core processor. Using such an environment, parallel code can be produced in a far shorter time scale than manual parallelization without sacrificing the resultant parallel performance.
1 Introduction

The continual evolution of processor technology that has been enjoyed for many years is now reliant on the exploitation of multi-core processors. Many current systems use dual or quad-core processors and soon larger numbers of cores will be commonplace. To realize the power of such processors, some scalable form of parallelism must be exploited, representing a significant challenge to compiler and tool writers.

Whilst most of the mass-market will be satisfied by a small number of packages that have been parallelized and tuned for multi-core processors, the scientific community often have their own application codes and demand performance in relation to the number of cores available. Additionally, most high performance computing systems will consist of numerous multi-core processors, connected in a single address space or through a communication infrastructure with distributed memory, or some combination of the two.

The complexity, skill and time required to adapt application codes to effectively exploit such systems will restrict their impact, so any help compilers and tools can provide to accelerate this process should be beneficial.

The creation of effective and scalable application codes for such hardware often requires, or can be greatly assisted by, a number of factors. These include the code author who can provide their insight about the application code and information about program variables and algorithms that is not explicitly stated within that code. Also, an expert in manual parallelization can use their experience to identify parallelism within an application code and make the alterations to harness the most profitable sources of parallelism to build an effective parallel code. Additionally, the compiler can also contribute by applying optimizations for instruction level parallelism and pre-fetching etc. as well as some automatic parallelization.

Individually, they each have limitations. The code author typically specializes in a particular field of science and should not be required to become an expert in parallelization. The expert parallelizer must perform much laborious, monotonous effort along with some amount of more sophisticated work in key code sections to produce the parallel code, increasing the time and cost of such a parallelization. Such experts are also a scarce commodity, further restricting the rate of emergence of effective parallel codes.

Automatic parallelization by the compiler relies on a fairly rapid analysis of the application code with very limited or no assistance from the user, and is therefore often restricted to inner loops in loop nests leading to fine-grain parallelism that can incur significant runtime overheads. This in turn can lead to serial operation being forced when profitability is assessed during runtime. This, together with code sections where no parallelism was detected, often leads to a large proportion of the code that must operate in serial and therefore poor scalability. Whilst this may be tolerated on a dual core system, it is not acceptable when a large number of cores need to be kept busy.

In an attempt to address these issues, parallelization tools and environments have been developed [1] to automate as much of the parallelization process as possible, allowing user intervention so that the information from the code author and the compiler technology can be used to produce code of comparable quality to that of the code parallelization expert. The role of the parallelization expert can then become fine tuning the crucial sections of the application code, avoiding the other mundane tasks they currently need to perform.

2 Requirements of a Successful Parallelization

A successful parallelization should show good speedup (i.e. a speedup over a single processor core
execution time of a reasonable proportion of the number of processor cores used) and scalability onto large numbers of processor cores. To achieve this, firstly, all computationally significant code must be performed in parallel to avoid the inherent restrictions indicated by Amdahl's law, and secondly, the overheads of the parallelization methodology used must be kept to a minimum.

2.1 Keys to Success in Message Passing, Domain Decomposition Parallelization

When a domain decomposition is used to divide the computational domain over a number of processes that each have their own separate memory areas, the main runtime overheads are communication costs and any related idle time. The communication cost consists of the latency of initiating a communication and the time to transfer the data. The lowest overhead is incurred when a few large messages are sent as infrequently as possible, so ensuring communications are placed in as fewer loops as possible is crucial. Packing and unpacking data to be transferred into buffers where necessary is also essential as the cost of buffering is typically more than outweighed by the reduction in communication startup latency. The data transfer time can be further reduced on many systems by taking advantage of asynchronous communications that operate whilst other computation is being performed, with synchronization points also required to ensure that correct data is used at all times. Load balance is also critical to ensure processor idle time is kept low.

For an efficient parallelization, most communications will only involve a small subset of the full processor topology (ideally a few nearest neighbor processors) and a small subset of the communication infrastructure, avoiding the need for global synchronization and allowing communications to be performed in parallel. Reduction style operations, such as global summations and global maximum computations, do require some synchronization (either globally or in one or more dimensions of the domain decomposition). Grouping a number such operations into a single operation can reduce the runtime overhead they represent.

For a manual parallelization, the creation of correct and efficient message passing code presents numerous challenges to the code parallelizer. A detail inspection of the application code is required to identify parallelism and determine all of the program arrays that need to be distributed between the processes. The basic code alterations involve adjusting loop limits so that only the “owned” subsection of the program data is processed, adding execution control masks (i.e. “IF (OWNER(A))” for the statement “A=...”) to accesses that are not within a relevant loop nest, adjusting any distributed array declarations and adding calls to a communication library. The management of such a task in a large real world application code is clearly a major challenge and the implementation is a very laborious, time consuming and error prone process. Correctly identifying the communication requirements based on actual data accesses in the code can involve examining thousands of lines of code in numerous routines and using a minimal number of rarely instigated communication calls requires a level of expertise. Many manual parallelizations are based on assumptions about the data accesses of the application code as a precise investigation is not feasible, where the simplicity of implementation, despite potentially suffering some unnecessary data transfers, makes this the preferred option.

Clearly, a manually implemented message passing parallelization has enormous scope for errors to be introduced. Although many impressive parallel code debuggers exist, the task of identifying and correcting errors can still be very demanding. In particular, the common problem of an omitted, incorrect or misplaced communication can be very difficult to trace as this can often introduce subtle numeric differences into the computations as out-of-date values can be used.

These requirements and issues have meant that the manual production of efficient message passing parallel code is a highly skilled and very time consuming process.
2.2 Keys to Success in OpenMP Parallelization

For OpenMP parallelizations, the most frequent runtime overheads relate to parallel region startup and shutdown and barrier synchronizations. The region startup costs can be reduced by starting regions infrequently and keeping them active for as long as possible, whilst the barrier synchronizations that are applied by default to parallel loops should be avoided whenever possible using the “nowait” clause on the OpenMP ENDDO directive. Only those barrier synchronizations relating to shared data where dependencies and loop distributions indicate that an assignment on a thread may interfere (i.e. provide or destroy data) with a usage or assignment on different thread must be enforced. Additionally, the selection of outer loops in a loop nest for parallel operation incurs less frequent runtime overheads.

For correct operation, frequent barrier synchronizations will be necessary involving all processors or all processors in a nesting level of OpenMP. This can represent a significant overhead and restriction to scalability to larger numbers of threads.

Although, superficially, the process of developing an OpenMP version of an application code seems far simpler than the process required for message passing, it is still a complex and error prone task. The same investigation into legal parallel execution is needed, however, to exploit a parallel loop now requires the user to determine which variables need to be shared by all threads and which must be duplicated to allow every thread to own a unique copy. To exploit the effective parallelism in an outer loop in a loop nest in a real world application code can involve inspecting numerous routines to list the variables that need to be explicitly stated as shared or private in the parallel region. With variables local to routines called within a parallel region (known as an orphaned routine) being defined as private by default and all variables in common blocks or save statements being shared by default, additional OpenMP directives and code transformations are often needed to achieve the correct variable scoping. Decisions on when barrier synchronizations are necessary can also be complex, but the incentive to remove them from inner loops is often significant due to their impact on parallel performance leading to the possibility of incorrect assumptions.

Debugging an OpenMP code is also a highly skilled task, although the use of tools to check for race conditions etc. (such as Intel’s Thread Checker and Sun’s Thread Analyzer) are an enormous benefit to this process. Correctly addressing the identified issues remains a challenging task for the code parallelizer.

As with manually implemented message passing parallelization, these requirements keep most effective OpenMP parallelizations of real world application codes in the realm of highly skilled experts.

3 The ParaWise Automatic Parallelization Environment

The creation of effective parallel code can be greatly assisted by a parallelization environment such as ParaWise [1,2]. It uses compiler technology to detect parallelism within an Fortran application code using an in-depth analysis whose runtime would not be commercially acceptable for a compiler, but is more reasonable in an interactive environment as it can greatly reduce the effort required from the user. This analysis builds an accurate dependence graph based on data flow and variable re-uses throughout the application code, allowing parallelism to be identified. Based on this dependence graph, ParaWise can then generate message passing (e.g. MPI) code and/or OpenMP to exploit parallelism.

3.1 Message Passing Parallelization Using ParaWise

For message passing, ParaWise uses a domain decomposition of the program data across the processor topology [3,4,5]. The user selects a single index of a single array to be decomposed
across the processors, this is then used to automatically determine the full data partition of all relevant arrays throughout the application code. The details of the data partition are not computed until runtime, based on a simple block, cyclic or block-cyclic decomposition, or on a more sophisticated graph partition [6,7]. From the decomposition of the program arrays, computations are distributed amongst the processors and communications are added to ensure correct operation [3,8]. Almost all of the complex tasks performed manually by a parallelization expert are accurately performed automatically by ParaWise. Other optimizations and/or the decomposition of further array indices can then be performed (to create a multi-dimension data decomposition [4]). The size of the processor topology to be used is determined at runtime where, for example, 64 processor cores could be used with a one-dimensional partition by specifying a “pipe64” topology, and for a two-dimensional partition, by specifying a grid8x8 or grid4x16 topology.

To create an effective parallelization, numerous techniques are employed to allow simple implementation of the parallel code and keep runtime overheads low. A number of rules are used to extend the control of which processor performs which computation from the original “owner computes” concept to cover as much code as possible. This includes call sites so that parallel loops containing call stacks can be efficiently exploited in parallel. Communication requirements are detected based on data accesses and are then migrated up the control flow graph of the application code to as earlier point in the code execution as possible, exiting loops and moving through call sites, where all related requests are merged to leave a small number of infrequently instigated communications. Asynchronous communications can be exploited as an optimization with the associated synchronization points (as required to ensure correct data usage) added automatically [9].

3.2 OpenMP Parallelization Using ParaWise

For OpenMP, ParaWise automatically detects parallelism and determines the variable scoping to exploit that parallelism [10]. The necessary OpenMP directives are automatically generated in the resultant source code, including all information about PRIVATE and SHARED data, REDUCTION operations, MASTER and CRITICAL sections and all necessary barrier synchronizations. The automatic code generation also attempts to minimize the runtime overheads in a number of ways to maximize performance. Barrier synchronizations are avoided by examining data accesses, the related dependencies in the dependence graph and the loop distribution of any relevant loops to determine if interference between threads is possible. Additionally, if a barrier synchronization is necessary, it is deferred as long as is possible, often allowing it to be placed outside of previously surrounding loops and enabling a single barrier to satisfy a number of cases that require synchronization.

Parallelism is selected in the outermost loops of loop nests, given a number of restrictions including consideration of the number of iterations a loop performs, as outer loops typically incur less frequent runtime overheads. Parallelism in loops containing deep call stacks is clearly part of the process of exploiting outermost loops and is possible due to the in-depth inter-procedural dependence analysis performed by ParaWise. Any additional directives such as THREADPRIVATE and code transformations to allow correct variable scoping in orphaned routines are also applied automatically. Parallel regions are started as rarely as is feasible by generating them outside of as many loops as possible, also moving into caller routines, and then merging the subsequent regions. This often includes some code in parallel regions that is not within a parallel loop that involves assigning shared data. To allow this, OpenMP MASTER directives are used to ensure only a single thread performs the assignment and any related synchronizations that are necessary are added automatically.

3.3 User Interaction In the ParaWise Parallelization Environment

All the stages in both parallelization processes can be assisted by the user, where browsers explain the decisions made in the automatic parallelization and techniques are provided to enable the user to
address those issues [11]. Figure 1 shows the ParaWise “Why Communication” Browser, in this case listing the 69 usages that led to the selected communication to allow the user to investigate, and also the ParaWise “Why Directive” Browser, in this case listing the reasons why the selected loop was not chosen for parallel operation using OpenMP. Additionally, facilities to import runtime profile information are provided to focus the users attention on those code sections that are having an adverse effect on the overall performance. The ParaWise Expert Assistant [12] can also be used where many of the issues relating to data dependencies or computation distribution etc. are automatically analyzed to allow questions to be posed on the application code algorithm and variables alone and presented to the user. For the communication and loop selected in Figure 1, the Expert Assistant is accessed by pressing the “Investigate” buttons.

Figure 1: ParaWise “Why Communication” Browser detailing the reasons for the selected communication being generated, and the ParaWise “Why Directive” Browser detailing the reasons that the selected loop was not chosen for OpenMP parallelization.

User interaction is often vital as any non-trivial serial code section or a single expensive communication or a single frequently enforced OpenMP barrier synchronization can severely limit scalability, where minimal user intervention can often alleviate the issue.

4 Multi-Level Parallelization using ParaWise

Multi-Level parallelization is often required to feed the processor cores of large parallel systems. This can typically consist of using message passing to exploit parallelism between the distributed memory nodes of the machine, using OpenMP or message passing between the processors within each shared memory node and using OpenMP or message passing between the processor cores within each processor. If the number of processors and/or cores per processor is relatively small, each node can be treated as a single level shared memory system. Although message passing could be used for all levels of parallelism, typically, the flexibility of OpenMP parallelization in terms of parallel loop selection in a nest of loops and simple load balancing loop schedules make it a more attractive choice when a single address space is available. The resultant multi-level parallelization can therefore be either a multi-dimension message passing parallelization, a nested OpenMP parallelization or a hybrid of message passing and OpenMP parallelization. Examples of automatically generated parallel code for each case are shown in the ParaWise Browsers in Figure 2. The cost of barrier synchronizations in OpenMP often restrict its scalability so using a multi-level parallelization allows a reasonably small number of threads to be used for each OpenMP nest level, even when a large number of processor cores are to be used. The current requirement for OpenMP parallelization of the inner level parallel regions being created within parallel loops of the outer

[Note: The table and diagrams are not transcribed due to the nature of the content being text-based and not image-based.]
level does (as shown in Figure 2), however, greatly restrict the performance by implying frequent parallel region start and stops making nested OpenMP only viable where the inner level loops consist of sufficient computation to allow the parallelism to outweigh these overheads.
Using ParaWise to create a multi-level hybrid parallelization should start by implementing the more rigid message passing parallelization and then adding the more flexible OpenMP parallelization. Firstly, a message passing parallelization in one or more dimensions can be performed and the resultant parallel code then passed through the OpenMP code generator, exploiting a single level or nested OpenMP parallelism. A single level of OpenMP parallelism can take advantage of large parallel regions with less frequent region starts as they can cover the message passing parallel loops (avoiding the restriction for nested OpenMP). For implementations of MPI that are not thread safe, performing the OpenMP phase after the message passing phase allows the user to specify that loops containing communication calls must not be executed in parallel using OpenMP. This order of implementation is preferable to performing an OpenMP parallelization first and then adding a message passing parallelization as the OpenMP parallelization would select the outermost parallel loops available in each loop nest where many of these loops would also be exploited in the message passing parallelization as that will need to exploit a specific loop in each nest. Consideration of non-thread safe message passing would also be problematic as some communications would almost inevitably be necessary within a surrounding OpenMP parallel loop (e.g., where the assignment and usage of data requiring communication exist within an OpenMP parallel loop).

The message passing communications that are within parallel regions, but not OpenMP parallel loops, are controlled by the MASTER directive with any necessary barriers added to ensure correct data movement and usage. For message passing communications within OpenMP parallel loops, as
is legal with thread safe communication libraries, individual thread to thread communications require additional marking (such as message tags in MPI) to ensure the correct message reaches the correct thread. Figure 2 shows examples of OpenMP for thread un-safe and thread safe communications in the ParaWise Directive Browser. For both versions, the parallel region is automatically defined in a calling routine. For the thread un-safe communication version, the inner loop has been selected for parallel execution and the communications are controlled using the OpenMP MASTER directive as they are within the parallel region. For the thread-safe version, the outer loop is selected for parallel execution and the communications will operate between matching threads as they are within this loop.

The development of such a multi-level parallelization can be simplified by building it in a number of stages. Firstly, a single dimension of the message passing parallelization can be performed and optimized. This should be repeated for any other dimensions for which the user wishes to exploit message passing parallelization with the initial tuning based on the newly partitioned dimension only (e.g. using a processor topology of “grid1x64” to avoid the influence of the first dimension partition). The OpenMP parallelization can then be added and the resultant code optimized based on executions involving a single message passing node (e.g. using a “grid1x1” processor topology). The use of ParaWise makes it far more feasible to experiment with differing message passing dimensions and alterations to the loop selection in OpenMP etc. in order to construct the most effective parallel version of the application code. Additionally, the choice of OpenMP or message passing for each level of parallelization can be experimented with as the best combination may be application code and hardware dependent.

5 Parallelization Strategies for Commonly Used Classes of Application Code

The choices of strategy for commonly used, well explored, classes of data structure in application codes can have a significant impact on parallel performance.

5.1 Structured Meshes in a Single Block

This class of code use a three-dimensional mesh with most computations nested in at least three loops, one for each dimension (where the ParaWise loop Factorization transformation can automatically extract these loops if a linearized form were used in the application code implementation). A common example of this class of code is a finite difference code.

For a message passing parallelization, a single dimension parallelization would only exploit parallelism in one of the loops in each loop nest, restricting the number of nodes (shared memory nodes or processor cores) that can be exploited and increasing the potential for load imbalance due to the relatively low number of iterations performed. If a second dimension parallelization is added, two of the loops in the loop nests can be exploited, greatly reducing the restriction on the number of nodes that can be exploited and the potential imbalance. Additionally, the communication time needed as compared to the computation time should be proportionally less for a two dimensional partition (i.e. since the surface area of sub-domains is a smaller proportion as compared to the volume). For large parallel systems, a multi-dimensional decomposition is essential if message passing is to be used for all levels of parallelization. Many ParaWise parallelizations exhibit fairly good scalability (for example, speedups of 40-60 on 64 processor cores in a number of application codes where with a sufficiently large data set).

For OpenMP parallelization, the loop nests often provide a simple source of nested OpenMP parallelism, or hybrid parallelism with some loops operating in parallel via message passing and others using OpenMP. For a single level OpenMP parallelization, parallel code generated by ParaWise can exhibit reasonable scalability (for example, speedups of 15-25 on 32 processor cores,
with some scalability on 64 processor cores), although typically not exhibiting scalability as good as
for a comparable message passing parallelization.

[Note: Results for an application using 1D message passing, 2D message passing, OpenMP, nested
OpenMP and hybrid message passing +OpenMP to be included here]

5.2 Unstructured Mesh in a Single Block

This class of code operates over a mesh of entities whose interconnection is defined by other data
structures, such as finite element application codes.

For message passing, the entities (e.g. finite elements) can be distributed across the processor
topology using graph partitioning utilities such as Jostle [6] or Metis [7] in an attempt to minimize
load imbalance and interprocessor communication. Such codes often consist of a sufficient number
of entities to divide the mesh across all the processor cores of a parallel system and this has enabled
numerous efficient parallelizations to be performed [13,14]. For Finite Element codes, the
computation time per element is typically fairly small so the potential for exploiting parallelism
using OpenMP for loops used to process a single element are often fairly limited. For an OpenMP
only or hybrid parallelization, the same loop over entities would typically need to be exploited for
any message passing parallelism and the OpenMP parallelism.

For a single level message passing and OpenMP, codes generate by ParaWise can exhibit similar
speedup and scalability to structure mesh codes.

[Note: Results for an application using message passing, OpenMP and any possible hybrid to be
presented here]

5.3 Multi-Block Application Codes

Codes in this class consist of a number of separate block meshes consisting of structured or
unstructured meshes that are interconnected using additional data structures. To exploit large
parallel systems, parallelism between blocks and within blocks usually needs to be harnessed. Some
parallelizations have avoided a multi-level parallelization by splitting larger blocks into sufficient
numbers of smaller blocks to provide work for every processor core, although this can have the
disadvantage of decoupling the solution, slowing convergence.

The exploitation of parallelism between blocks can be performed using OpenMP or message
passing, where the only message passing communications relate to the data required for
interconnected block interactions. An example of a nested OpenMP parallelization of such a code is
the TFS application code from RWTH Aachen [15,16] where the large amount of work for each
block meant that the relatively frequent parallel region starts required for the inner level of
parallelism (the outer loop of each 3D block computation) did not significantly restrict performance.
The automation of the message passing parallelization of such a code is still under development in
ParaWise, however a number of application codes with a manually implemented message passing
parallelization have had OpenMP parallelizations within blocks automatically added by ParaWise.
A prominent cases is that of INS3D from the NASA Ames Research Center [17] where the multi
level parallelization showed a significant improvement in speedup and scalability over the original
single level inter-block parallelization.

5.4 General Application Codes

For codes that do not fit into the above classes, message passing and/or OpenMP parallelization can
still be effective. The ParaWise message passing relies on a data domain (one or more arrays) that
can be distributed across nodes, where that also evenly distributes all the related computations (and those computations include all computationally significant code sections) without requiring excessive communications. If the application code has large arrays that can be partitioned to achieve this, message passing parallelization is a possibility. The flexibility of OpenMP allow it to be effective in achieving a reasonable parallelization to a very wide range of application codes. Effective hybrid and other multi-level parallelizations depend on whether message passing could be effectively implemented and if several loops exist in nests surrounding all the computationally significant code sections.

6 Dynamic Load Balancing
For any large parallel system, load balance is an essential attribute of the parallel computations where, in particular, any node or processor core performing more work than the others can lead to significant idle time throughout the machine. To resolve such issues, either the workload can be moved or the number of threads devoted to a particular computation can be altered.

For systems without a single address space, movement of workload from busy nodes to less busy nodes requires the adjustment of the data partition. This involves the transfer of all information relating to the portions of the program data that have been re-assigned to a different node. Based on measurement of CPU time or idle time, the amount of work that needs to be moved to improve load balance can be determined. For a structured mesh block decomposition, this can require rows, columns or surfaces of cells to be moved if the regular nested loop structure of the application code is to be preserved, whilst the inevitably introduced non-neighbor communications can be handled by more sophisticated communication call utilities [18]. For unstructured mesh codes, individual entities can be migrated (e.g. individual elements for a finite element code) to improve load balance with the selection of entities to be moved made by a graph partitioner given weightings based on runtime [19].

When a single address space is available, the simplest option is to use the OpenMP dynamic runtime loop schedule. This is practical for outer loops involving large numbers of iterations that are exploiting parallelism where an improved load balance outweighs the extra overhead of this OpenMP schedule. In many cases, a more sophisticated approach is necessary. For a nested OpenMP parallelization, the number of threads used at the second level by each thread of the first level can be varied to improve load balance [20]. In either case, the implementation is far simpler than for the distributed memory case.

7 Massively Parallel Multi-Core Processor Architectures
The precise strategies for exploiting massively parallel multi-core processors heavily depend on the nature of those processors and in particular their speed of access to shared memory. The current leading edge processors such as the Intel 80-Core research processor [21] and the SPARC 16-Core processor [22] provide some early insight into how massive on-chip parallelism may be exploited.

Although a single address space allows for the OpenMP programming model, the early experience and Teraflop performance reported for the Intel processor uses message passing between cores. If this remains the optimal way to exploit massively parallel multi-core processors then a domain decomposition message passing paradigm between processor cores may be necessary at the fine-grain, inner loop level of the application code. This may also make using shared memory paradigms between processors undesirable (i.e. where each core of a processor has access to shared memory with one core from every other processor) as the processor cores will need to make frequent access to shared memory, so a full message passing parallelization may be required.

Other techniques that may allow shared memory paradigms to be effective, such as tiling, would be
implemented manually or, preferably, automatically by the compiler in commonly occurring simple loop nests. As well as improving cache usage, such optimizations can add the additional overlap area to tiles to allow message passing to be used between cores within a processor, in a shared memory parallelization.

For the present, our experiences indicate that the shared memory performance of the current quad-core processors allows the more flexible OpenMP parallelization to be used in most cases.

8 Conclusions

Parallelization environments can offer considerable assistance to the challenging task of adapting application codes to effectively exploit large multi-core processors and multi-layered parallel systems. Definitive answers for the selection of sources of parallelism and parallelization methodology cannot be given as the nature of the application code and the data provided for an execution have a fundamental influence, along with the precise nature of the hardware to be used. Using automated parallelization allows experimentation with differing options to enable the selection of the best performing version, where such an investigation may not be feasible using manual parallelization.
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